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ABSTRACT
Most of the Southern Ocean (SO) is marginally stably stratified and thus prone to enhanced convection and possibly bottom-water formation whenever the upper ocean is cooled or made more saline by ice formation. Sea ice modifies the heat and freshwater fluxes, which in turn constitute a critical surface condition in this sensitive region of intense vertical exchange. The authors investigate the effect of SO sea ice in modifying these fluxes in a global, coarse-resolution, primitive-equation ocean general circulation model, which has been coupled to a comprehensive dynamic–thermodynamic sea ice model. Specifically, the long-term impact of a series of modifications in the formulation of the sea ice model and its forcing on quantities such as the overturning circulation, the deep ocean water-mass characteristics, the sea ice thickness, the strength of convection, as well as the strength of the major volume transports are investigated. The results indicate that the rate of Antarctic bottom-water formation is strongly coupled to the local sea ice processes in the SO, which in turn vary sensitively depending on their model formulation and their forcing from the atmosphere. The largest impacts arise from the effect of brine release due to sea ice formation and that of employing more variable winds over SO sea ice.

1. Introduction
A main component driving global climate is the ocean. Both the atmospheric and oceanic circulation determine the air–sea heat exchange, which acts to moderate the equator-to-pole temperature difference. In general, a large heat flux from the ocean to the atmosphere is associated with strong vertical motion in the ocean. The most vigorous vertical motions of the world’s oceans thus occur in high latitudes, where dense water is produced at the ocean’s surface by cooling to the freezing point, and beyond that, by brine release through sea ice formation. Sea ice modifies the heat exchange and freshwater budget at the ocean’s surface. Specifically, sea ice may locally inhibit deep convection through melting and enhance it elsewhere through freezing. The latter may eventually modify the rates of deep- and bottom-water formation, which themselves determine the global deep ocean water-mass properties and influence the global thermohaline circulation.

While in the Northern Hemisphere sea ice mainly acts to reduce convection due to sea ice melt at the convective sites (e.g., Håkkinen 1995), convection in the mostly marginally stably stratified regions around Antarctica is often enhanced by the addition of brine associated with freezing (e.g., Martinson 1990; Gordon and Huber 1990). As pointed out in several regional observational and modeling studies in the Southern Ocean (SO) (Schlosser et al. 1990; Jacobs and Comiso 1989; Martinson et al. 1981; Killworth 1983; Foster and Carmack 1976; Gill 1973; Akitomo et al. 1995; McPhee 1995; Worby et al. 1996; Oshima et al. 1996), as well as in global coupled atmosphere–ocean general circulation model (A–OGCM) studies (Manabe et al. 1992; Murphy and Mitchell 1995; Washington and Meehl 1996; Weatherly et al. 1997; Cubasch et al. 1994; Gordon and O’Farrell 1997), a subtle balance exists between the comparatively thin and mobile sea ice cover, the rate of local convection, and the rate of Antarctic Bottom Water (AABW) formation. Brine rejection destabilizes the stratification of the typical SO water column, ultimately inducing deep convection; simultaneously, however, heat from deeper water masses is brought to the surface inducing sea ice melt (Martinson 1990). Since we are dealing with a sensitive region of enhanced communication between the surface and the deep ocean, the question arises: how sensitively do the global deep ocean water-mass properties depend on the SO surface conditions?

Maier-Reimer (1993) investigated the direct impact of brine release on the rate of deep convection and bot-
tomic-water formation with the global large-scale geostrophic (LSG) OGCM (Maier-Reimer et al. 1993; Mikolajewicz and Maier-Reimer 1990; Hasselmann 1982) and found that the deep water is substantially cooled by brine release. Goosse et al. (1997) also found a reduction in the deep ocean’s temperature of their primitive-equation global OGCM whenever the brine-release effect of sea ice was considered. This suggests that freezing and melting of sea ice has a direct impact on the deep-water properties.

In OGCMs, the rate of AABW formation also seems to have a strong impact on the strength of the Antarctic Circumpolar Current (ACC). Using a version of the Modular Ocean Model (MOM) (Bryan 1969; Cox 1984; Semtner 1976; Pacanowski 1995), Cai and Baines (1996) found that in the presence of a topographic ridge across Drake Passage, AABW produced in the Weddell Sea provides a major contribution in driving the ACC. The results of Drijfhout et al. (1996, hereafter DHLM) using the Hamburg Ocean Primitive Equation (HOPE) Model (Wolff et al. 1997; Legutke et al. 1997; Latif et al. 1994) support this finding.

Several attempts have been made to mimic the effect of sea ice in global OGCMs that do not include a sea ice model. By increasing the sea surface salinity artificially up to 35.0 psu south of 70°S in the three winter months, England (1992, 1993), using a version of the MOM OGCM, obtained a substantially increased overturning cell adjacent to Antarctica and an enhanced intrusion of AABW across the equator, associated with more realistic deep ocean thermohaline properties. In a similar MOM OGCM version, Toggweiler and Samuels (1995) restored the surface salinity to more realistic values over the Weddell and Ross Seas and concluded that the brine-release effect should be weaker than the “salinity enhancement” proposed by England (1993) and that biases in the model’s deep ocean salinities are due to other deficiencies such as an insufficient representation of the Circumpolar Deep Water (CDW).

The general intention of our study is to improve the high-latitude processes in the framework of an ocean climate model and to understand the influence of sea ice on the large-scale hydrographic properties and the long-term thermohaline conveyor-belt circulation. In the present study, we investigate the impact of SO sea ice on the convection rate, the rate of AABW formation, the strength of the ACC mass transport, the Southern Hemisphere overturning cell associated with the intrusion of AABW across the equator, and the thermohaline properties of the deep ocean. This study is an extension and further development of preliminary studies (Stössel 1996, 1997). In those studies, using the HOPE OGCM including sophisticated sea ice dynamics but a simple formulation of sea ice thermodynamics (essentially using the version of DHLM), the impact of brine release, of salinity enhancement, and of new-ice growth in the ice-free part of a model grid cell were investigated. All three experiments revealed significant changes in the SO convection rate, the meridional overturning circulation, and the deep ocean temperature and salinity. The ice cover also changed substantially, primarily due to changes in the ocean’s response.

This paper presents a more thorough investigation involving a series of other modifications in the description of SO sea ice including its forcing from the atmosphere. Additionally, the sea ice thermodynamics have been replaced by a more comprehensive formulation allowing for a more realistic representation of the surface fluxes over the sea ice–ocean admixture.

In the following section, the model and its present configuration will be described. Section 3 shows some basic results of the reference version of the present model. Section 4 describes the experiments and their motivation. Section 5 shows the main results of the sensitivity experiments focusing on selected quantities in the subsections. In section 6, the results are summarized, discussing the relevant findings and drawing some conclusions.

2. Model description

The tool for this investigation is a version of the HOPE sea–ocean GCM (see previous section). In comparison to the more commonly used MOM model, the HOPE model employs a prognostic free surface, has a more detailed representation of the bottom topography (variable layer thickness at the bottom), and employs sea ice dynamics using the viscous–plastic constitutive law of Hibler (1979) to describe the internal ice stress. It is horizontally discretized on an Arakawa E grid and uses partly implicit methods to solve the momentum equations.

In comparison to the standard LSG model, the HOPE model contains nonlinear momentum advection and differs the same way with respect to sea ice dynamics as compared with the MOM model (see above). Due to the usage of the full primitive equations, the HOPE model operates with a considerably shorter time step than the LSG model. A centered differencing scheme is employed for tracer advection (thus using explicit horizontal and vertical diffusivities) as opposed to an upwind scheme in the LSG model.

Our starting point is the coarse-resolution (3.5° × 3.5° × 11-layer) HOPE version of DHLM. With this global sea ice–ocean model we can afford a series of sensitivity experiments toward near-equilibrium solution. We note that this cannot be readily achieved with high-resolution (e.g., eddy resolving) OGCMs nor with coupled AOGCMs.

The difference to DHLM is composed of two major modifications: The first consists of a tuning of the model to achieve a more realistic strength of the ACC, which was severely underestimated in the DHLM version. The new equilibrium integration (several thousand years) is based on a larger vertical diffusion (0.8 × 10^{-4} m^2 s^{-1} instead of 0.5 × 10^{-4} m^2 s^{-1}) and a lower horizontal
viscosity (maximum at the equator: \(2 \times 10^5 \text{ m}^2 \text{s}^{-1}\) instead of \(3 \times 10^4 \text{ m}^2 \text{s}^{-1}\)), as well as higher restoring values for the wintertime sea surface salinity in the ice-free part of model grid cells south of 70°S (35.0 psu, following England 1992). Otherwise, the upper-layer (50 m thick) salinity is no longer restored to the surface salinity of Levitus (1982) but rather to the vertically averaged salinity for the upper 50 m of that dataset. No salinity restoring is used under sea ice, and the momentum flux under sea ice is provided by the ice–ocean stress. Furthermore, whenever there is sea ice in a model grid cell, the upper-layer temperature is assumed to be at the freezing point. The comprehensive heat-budget calculation is only used in grid cells where there is ice initially, mainly in order not to alter the global temperature forcing of the model. These conditions are assumed to be most realistic in the framework of this ocean climate model.

All other forcing conditions are identical to DHLM, that is, climatological monthly mean fields for the wind forcing (Hellerman and Rosenstein 1983) and the sea surface temperature restoring (COADS; Woodruff et al. 1987), as well as the restoring timescales for surface temperature (80 days) and salinity (40 days).

The second part of the modifications are essentially based on findings described in Stössel et al. (1996), who concluded that the original (ad hoc) description of the thermodynamic part of the HOPE sea-ice model responded too sensitively to the atmospheric forcing. We thus replaced the sea ice thermodynamics to determine the ice growth rate through a comprehensive surface heat-balance calculation for the ice-free and ice-covered part of a model grid cell with options, among others, to include a prognostic snow cover. Details about this formulation are found in Owens and Lemke (1990) and Stössel and Owens (1992), and about its implementation into the HOPE model in Stössel et al. (1996), Legutke et al. (1997) and Wolff et al. (1997). This modification constitutes the essential upgrade to the HOPE version used in Stössel (1997).

3. Reference simulation

After introducing the modifications described in the previous section, we integrated the model to a near-equilibrium state, the results of which we use as the reference case for the sensitivity investigations. This reference integration was initiated from a 10 000-year equilibrium integration. Some basic results of the reference integration are illustrated in the following and compared to the results of DHLM and to observations, thereby focusing specifically on the high southern latitude performance.

Figure 1 shows the global meridional overturning. The overall structure of sinking water masses in the northern and southern high latitudes is clearly visible. The Northern Hemisphere overturning cell, which is entirely associated with the formation of North Atlantic Deep Water (NADW) is substantially stronger than what has been produced by DHLM (30 Sv: Sv = \(10^6 \text{ m}^3 \text{s}^{-1}\)) and derived from observations (Macdonald and Wunsch 1996: 27 Sv).

The decisive gauge for the conveyor-belt circulation, however, is the NADW outflow at 30°S. The model yields 18 Sv for this quantity, which is similar to DHLM and in very good agreement with MacDonald and Wunsch (1996) as well as Schmitz (1996). The strength of the SO overturning cell—often associated with AABW formation (Cai and Baines 1996) or AABW overturning (England 1993)—is almost identical to DHLM, whereas the overall Southern Hemisphere (SH) cell (associated with the intrusion of AABW across the equator)—termed “SH bottom-water cell” in England (1993) and “southern sinking cell” in Cai and Baines (1996)—has, in comparison to DHLM, strengthened from 4 to more than 12 Sv. This figure is also supported by the calculations of MacDonald and Wunsch, though the error bars are large for this particular quantity. The overturning cells of the Atlantic and the Pacific (not shown) are similar to DHLM, except for the differences already noticed from the global meridional overturning.

Other key quantities are 95 Sv for the Drake Passage throughflow, 20 Sv for the Indonesian Throughflow, and 0.8 PW for the northward heat transport across \(\phi = 30°\text{N}\) in the Atlantic. While the latter two values lie within the observed uncertainty range, the ACC strength is still underestimated by 30–40 Sv (Whitworth and Peterson 1985; MacDonald and Wunsch 1996). All three values, together with the NADW outflow, are in the range of the model variability of DHLM. The changes are consistent with an overall higher diffusion rate and enhanced ice formation around Antarctica. The Arctic ice volume is 21 000 km³, and the Antarctic ice volume 3500 km³, compared to estimated observed annual means of \(\approx 30 000 \text{ km}^3\) and \(\approx 10 000 \text{ km}^3\), respectively (Weatherly et al. 1997).

Figure 2 shows observed (left) and modeled (right) potential temperature (top) and salinity (bottom) sec-
tions along the western Atlantic (averaged between 10° and 60°W). The 0°C isotherm in the SH is shifted farther north compared to the observation and also compared to DHLM, commensurate with a stronger intrusion of AABW. As a result, the water below 2000 m is cooler and more stratified than observed. The stronger intrusion of AABW is also seen in the salinity section. The core of the NADW as well as the Antarctic Intermediate Water (AAIW) can be well identified, though the appearance of the latter is more diffuse than observed.

Figure 3 shows the modeled annual-mean potential energy release associated with convective overturning. The convectively active regions are mostly confined to the Greenland–Iceland–Norwegian (GIN) sea and the Labrador Sea in the Northern Hemisphere (NH), as well as the Weddell, Ross, and Amundsen Seas in the SH, fairly consistent with the observed locations of NADW and AABW formation (see section 1). This result is similar to what Maier-Reimer et al. (1993) achieved with the LSG model, using essentially the same forcing and boundary conditions. The seasonal cycle of a hemispherical average of this quantity is represented by full lines in Fig. 5.

The winter ice thickness patterns are given in Fig. 4. As is obvious from Fig. 4 (left), the resolution of this model is too coarse to reproduce a reasonable ice thickness distribution in the Arctic Ocean. Thus, ice tends to pile up northwest of Greenland, since this extends up to the North Pole in the model. Another region of excessive ice thickness is visible in the east Siberian Sea, which is mostly due to the poor wind stress climatology. The latter is also critical for driving SO sea ice (Stössel et al. 1990). This explains some of the discrepancies in its reproduction in our model (Fig. 4, right). The re-
gional underestimation of sea ice thickness, however, is mostly due to excessive convective overturning, leading to warmer water (CDW) being continuously entrained into the mixed layer. We thus deal with widespread situations of vigorous open ocean convection (e.g., Carmack 1990) associated with an extensive upward oceanic heat flux (Legutke et al. 1997). An indication of the excessive vertical mixing is given in Fig. 15 in terms of temperature and salinity profiles from the central Weddell Sea.

4. Sensitivity experiments

Our intention is to identify the most crucial constituents of sea ice that could play an important role in global ocean modeling. These constituents can be sep-
arated between those that are related to the physical description of sea ice and those that originate from the particular forcing of the sea ice–ocean admixture from the atmosphere. Both refer to processes related to a more realistic treatment of sea ice in a vertically highly active, and thus sensitive, region of the World Ocean.

The sensitivity experiments are structured in four themes (Table 1). The first addresses the effect of sea ice in modifying the sea surface salinity through brine release during sea ice formation (and freshwater release during sea ice melt) (see section 1). Our first experiment investigates the effect of its neglect (expt SSI). A commonly used substitute for this first-order sea ice effect in the SO is that of wintertime “salinity enhancement” (see section 1). In order to compare the impact of this (unphysical) measure relative to including a “real,” interactive sea ice component, we replace the interactive brine- (and freshwater) release effect by employing salinity restoring under sea ice including wintertime salinity enhancement in otherwise the same model environment (expt SSI.WSE). We follow England (1992) and employ a surface salinity of 35.0 psu in the two southernmost grid rows from July through September. The motivation for this experiment is to investigate the effect of this substitution. We note that the specific figure used here is fairly high and has been criticized by Toggweiler and Samuels (1995) (see section 1).

The second set of experiments deals with changes in the thermodynamic treatment of sea ice. As referred to in section 1, the way new-ice formation in the ice-free part of a model grid cell is formulated is expected to have some impact on the rate of AABW formation. In the first experiment, we investigate this and neglect that part of new-ice growth that contributes to ice thickness growth (expt NTP), while we do not neglect the part that contributes to lead closing (i.e., increase of ice compactness). The other experiment under this theme addresses the role of a snow cover on sea ice (expt SNC). Snow has two major effects on the seasonal representation of sea ice: 1) Its insulation effect (roughly 1/7 of the thermal conductivity of ice), which leads to substantially lower ice growth rates, and 2) its albedo effect (the albedo of new snow is about 15% higher than that of snow-free sea ice), which delays surface ice melt resulting from insolation. While both effects yield an opposite effect on sea ice growth, the former one dominates in SO sea ice. Instead of employing the prognostic snow formulation, we specify a 10-cm snow cover whenever the mean ice thickness is greater than 10 cm. The imposed snow cover is only used to account for its effect on the thermal insulation and modified albedo. The snow mass is subtracted after the heat budget calculations and is thus not advected and has no impact on the freshwater balance. This was done in order to isolate the pure thermodynamic effect of snow-covered sea ice. The snow albedo itself is allowed to vary in response to the surface temperature (i.e., 0.85 if the diagnosed snow surface temperature is below freezing and 0.75 otherwise; see Stössel and Owens 1992).

In the third set of experiments, we investigate the role of ice dynamics, again in terms of common simplifications made in ocean models that include a sea ice component (e.g. Murphy 1995; Meehl and Washington 1990; Cubasch et al. 1992; Manabe et al. 1992). In the first case, we neglect ice dynamics altogether (expt NID), that is, we treat the sea ice component as being purely thermodynamic. This would be the simplest implementation of a sea ice component in an OGCM. A step toward including effects of sea ice dynamics in global ocean models is to allow sea ice to be advected with the surface (upper layer) ocean currents while assuming free-ice drift below a specified cutoff thickness (e.g., Manabe et al. 1992) or employing a simple viscous rheology (e.g., Maier-Reimer et al. 1993) in order to prevent excessive ridging (dynamic ice accumulation) in convergent drift regions. We thus investigate the effect of dynamically forcing sea ice from underneath, that is, indirectly by the upper-layer ocean model currents (expt DFC) instead of forcing it directly from above by the winds. Note that in this experiment the ice-covered ocean is wind-driven in the same way as the ice-free ocean, commensurate, for example, with Hibler and Bryan (1987), Manabe et al. (1992), and
Cubasch et al. (1994). The dynamic sea ice formulation is unchanged from the reference case.

The final set of experiments deals with the aspect of a more realistic forcing of sea ice from the atmosphere. As pointed out in earlier research (for the Arctic Ocean: e.g., Hibler and Bryan 1987; Hibler and Walsh 1982; Legutke 1992; for the Southern Ocean: e.g., Stössel et al. 1990; Wu et al. 1996; Stössel 1996), the most sensitive atmospheric forcing field for pack ice is the wind field. Its effect on sea ice is threefold: 1) the overall pattern of the time-mean fields has to match the prevailing pressure systems in order to avoid unrealistic accumulation or divergence of the sea ice pack; 2) due to the nonlinear interactions between ice dynamics and thermodynamics, synoptic-scale variability in the wind forcing plays an important role in sea ice simulations, especially new-ice growth in leads and polynyas; and 3) the turbulent heat fluxes are increased with a higher variability in the wind forcing, leading to enhanced thermodynamic ice growth and melt. We investigate the impact of just modifying the wind forcing over SO sea ice. First, we run an experiment superimposing daily wind fluctuations derived from the European Centre for Medium-Range Weather Forecasts (ECMWF) analyses on to the climatological monthly means of Hellerman and Rosenstein (1983) (expt DWF). To eliminate the dynamic and the thermodynamic effect of applying higher variability, we apply the daily fluctuations to the dynamic forcing only (expt DWFDFO), while the monthly mean wind speed is used to calculate the turbulent heat fluxes. In order to consolidate the effect of the latter, we conduct an additional experiment (expt ETH), where we employ the monthly winds for both the dynamic and the thermodynamic sea ice forcing but increase the wind speed for the heat flux calculation effectively by a factor of 3, thus roughly corresponding to typical increases in wind speed observed with a change from monthly mean to daily variability. This modification is introduced over the sea ice regions of both hemispheres.

5. Results and discussions

In this section, the results of the sensitivity experiments will be discussed. Depending on the severity of the impact of any of the changes referred to in the previous section, the model integration time has been varied from 300 up to 1200 years (Table 1). This leads to a near-equilibrium state following the criteria of England (1993), that is, with a remaining climate drift in global-mean temperature and salinity at all model layers of less than 0.01°C and 0.001 psu per century. This is associated with a negligible drift in the strength of the ACC. It is noted that these criteria are somewhat arbitrary and that a proper equilibrium state for the abyssal ocean will not be reached until about 4000 years of integration (e.g., Danabasoglu et al. 1996). The asymptotic approaches toward the actual equilibrium solutions, however, suggest that we reached this solution within about 5% in all experiments. Since we do not expect significant changes to occur by capturing the remaining 5%, another 3000 years of integration per experiment does not seem to be justified. The initial condition for all experiments are those of the reference simulation shown in section 3.

We will discuss the results by analyzing distinct quantities at a time. First, we will investigate the rate of convection. We will then turn to the strength of the global meridional overturning and try to relate this to the rate of bottom- and deep-water formation. A further gauge of the latter is a change in the deep ocean’s temperature and salinity. Finally, we investigate the associated changes in sea ice, specifically its thickness pattern, together with some related hydrographic features around Antarctica.

a. Convection

We monitor the strength of convection by computing the associated potential energy release. The areal distribution of the annual-mean potential energy release of the reference simulation was given in Fig. 3. The seasonal variation of both NH and SH convection is represented in Fig. 5 as a hemispheric average beyond the latitudes of 40°. The full lines on all graphs represent the reference simulation (REF). A strong seasonal cycle is registered in both hemispheres with the NH maximum in February and the SH maximum in August.

While the NH is hardly affected, strong differences occur in the SH between REF and experiments SSI and SSLWSE (Fig. 5a). In the SSI case, SH convection is substantially lower from June through September. This is expected since the neglect of brine release is primarily associated with a stabilization of the water column. Enhanced convection is seen in SH spring (October–November), due to the opposite effect that ice melt in this experiment is not associated with freshwater release. According to these results, convection is mostly determined by cooling. Nevertheless, the brine-release effect during SO sea ice formation can account for as much as 50% of the total (hemispherically averaged) convective potential energy release.

The SSLWSE experiment shows the opposite behavior. The convection in the SH experiences a substantial increase during and shortly after the months of introduced salinity enhancement (July–September). It also shows that the salinity enhancement induces more convection than the “real” sea ice effect. This can be attributed to a missing feedback: With an interactive sea ice component, enhanced open ocean convection would lead to instantaneous ice melt, thus reducing brine release and eventually reducing convection as well. With the salinity-enhancement substitution, on the other hand, the sea surface salinity is relaxed to higher salinities inducing higher convection, regardless of the instantaneous vertical ocean heat flux and sea ice conditions.
Experiments NTP and SNC yield a slight reduction in convection (Fig. 5b). Experiment NTP mainly leads to a decrease in convection during the SH ice growth season from June to August. The way new-ice thickness growth is formulated thus has some impact on the convection rate, though by far not as large as we saw in the SSI experiments. A similar experiment with the more original DHLM model version using simplified sea ice thermodynamics (see section 1) revealed a much stronger effect. This occurred because of the simpler and much more sensitive surface heat-flux calculation in that model, leading to substantially higher new-ice growth rates and thus AABW formation after introducing explicit new-ice thickness growth. This difference in the sensitivity underlines the importance of a careful determination of the surface fluxes in subgrid-scale openings within the ice pack of an ocean climate model. Accounting for the effect of snow (SNC) reduces convection in SH fall and winter. This feature is consistent with the fact that there is no mechanism allowing the ice pack to diverge. This inhibits the creation of dynamically induced leads or polynyas, which are normally the sites of most intense cooling and sea ice growth leading to brine release (see previous section). Convection in the DFC case being similar to the NID case implies that the commonly used assumption of forcing the ice dynamically with the upper-ocean currents only, and thereby neglecting the direct wind forcing, has a nonnegligible impact on SH wintertime convection.

The next two experiments (NID and DFC) yield a stronger decrease in SH winter convection (Fig. 5c). In the case of NID, this feature is consistent with the fact that there is no mechanism allowing the ice pack to diverge. This inhibits the creation of dynamically induced leads or polynyas, which are normally the sites of most intense cooling and sea ice growth leading to brine release (see previous section). Convection in the DFC case being similar to the NID case implies that the commonly used assumption of forcing the ice dynamically with the upper-ocean currents only, and thereby neglecting the direct wind forcing, has a nonnegligible impact on SH wintertime convection.

Finally, the impact of higher wind variability (Fig. 5d) shows an increase throughout the convectively active seasons in SH fall in the DWF case. This is expected since the higher wind variability has both the effect of enhancing the turbulent heat flux, and thus the overall ice growth rate, and of enhancing the lead fraction, which provides an additional source for new-ice growth. The DWEDFO case, however, yields hardly any change versus REF. Thus, the pure situation of more frequent formation of leads associated with the higher wind vari-
ability does not seem to enhance convection, unless it is combined with enhanced turbulent heat fluxes due to the associated higher wind speeds. This result is manifested in the ETH experiment, where the difference of SH convection to REF is quite similar to the difference between experiments DWF and DWF.DFO.

Except for DWF and DWF.DFO, all changes in the model description of sea ice were introduced in both hemispheres. Nevertheless, NH convection is hardly influenced, implying that our sea ice description does not seem to seriously modify convection in the GIN and Labrador Seas. While this appears consistent with earlier findings, we have to keep in mind that our NH results are not very meaningful due to the poor resolution of the Arctic Ocean, especially with respect to the export of sea ice through Fram Strait (see section 1).

b. Meridional overturning

The meridional overturning is an integrated quantity, which would indicate large-scale changes in the circulation. Figure 1 shows the situation for the reference integration as discussed in section 3.

The SSI experiment (Fig. 6, top) shows a slight reduction of the SH overturning cell associated with the amount of AABW penetrating into the tropical ocean. Simultaneously, we find an increase and shallowing of the SO overturning cell. The tendency of this result is consistent with what was found in Stössel (1997) (see section 1), except that the effect on the SH cell is weaker.

The enhancement of the SO cell, which is composed of a zonal integration south of 70°S, seems to be associated with a shift of the convective activity from “lower latitude” (north of 70°S) to “higher latitude” (south of 70°S) regions around Antarctica. Figure 7 (top) shows the horizontal pattern of the difference in poten-
tial energy release related to wintertime convection of SSI minus REF. An enhancement of convection in the south-central Weddell Sea and the western Ross Sea is obvious. Dividing the SO cell into the contributions of the individual higher-latitude embayments, we find that the increase of the SO cell is mainly due to the increase in the Weddell Sea overturning. This is a result of an intense background convection already present in the REF case. In this region, the annual net freezing rate is predominantly negative. There, ice melt thus leads to additional salt input in the SSI case followed by an enhancement of convection.

The SH cell reflects changes in the total amount of AABW penetrating into the world's oceans. AABW is a product of water masses formed in high-latitude embayments, flowing down into the deep ocean basin of the SO, where it becomes subject to entrainment of overlying (deep) water (Price and Baringer 1994, and references therein). (One could be tempted to associate the water formed in the model's high-latitude embayments with Weddell or Ross Sea Bottom Water, but since the continental shelves in this model version are poorly resolved, we will refrain from doing so.) In the model, the overlying water is modified by open ocean convection. In the SSI case, the rate of lower-latitude open ocean convection decreases as the surface water becomes fresher. This seems to be roughly compensated by the increased outflow from the Weddell Sea resulting from the release of brine during melting (see next section).

Goosse et al. (1997) and Maier-Reimer (1993) encountered a decrease of the SH cell of up to 10 Sv in corresponding salty sea ice experiments with their models (see section 1). A common difference in their SO surface conditions compared to ours is a full salinity relaxation toward the Levitus (1982) climatology everywhere, that is, also under sea ice. Without salinity enhancement, as in the case of Goosse et al. (1997) and Maier-Reimer (1993), full salinity relaxation counteracts the real sea ice effect in wintertime because the climatology dictates surface water that is too fresh (see section 4). As the background convection is weaker, a superimposed neglect of brine release may enhance the sensitivity with respect to a change in the SH overturning to eventually shut it down almost entirely.

The SSLWSE experiment (Fig. 6, bottom) shows a similar impact on the strength of the SO overturning as the SSI case. The vertical extension of the SO cell is larger than in the SSI case, indicating deeper convection. This is mostly due to enhanced convection in the eastern Ross Sea and the Amundsen Sea south of 70°S (Fig. 7, bottom). This figure also reveals a substantial increase in lower-latitude convection. Both features are commensurate with an increase in total SH convection (Fig. 5a). Overall, this leads to enhanced AABW formation, the global impact of which is indicated in an enhanced SH cell versus SSI.

In the NTP and the SNC experiments, the impact on the meridional overturning cells is negligible, except for a slight increase of the SO cell in NTP (not shown). This weak impact is consistent with the relative weak impact on SH convection (Fig. 5b).

A strengthening of 2 Sv in the SO overturning is found in the NID and DFC experiments, though only during the winter months (not shown). The respective SH cells remained nearly unchanged in spite of the fairly substantial decrease in SH convection (Fig. 5c). These changes follow the same reasoning as in the SSI case (Fig. 8) except that the source of freshwater for diminishing convection in regions of active background convection in REF versus NID or DFC is now provided by ice advection into these regions rather than by the freshwater release effect itself.

The final set of experiments (Fig. 9) shows a substantial increase in SH overturning (about 5 Sv) with an increase of the turbulent heat fluxes over ice, either by a given factor (ETH versus REF: Fig. 9, bottom, versus Fig. 1) or by employing daily instead of monthly winds (DWF versus DWEDFO: Fig. 9, top, versus Fig. 9, middle). In the DWEDFO case the impact on the SH cell is minor (DWEDFO versus REF). With respect to the SH cells these results are consistent with the strength of total SH convection (Fig. 5d). The strength of the SO cell experiences a reduction in all three experiments with the penetration depth remaining unchanged in comparison to REF. The reason for this is associated with the opposite tendency of what has been shown for the SSI, NID, and DFC cases, namely a reduction in high-latitude convection and an increase in lower-latitude convection. This seems to be due to a relatively higher variability closer to the lower-latitude westerlies, which become sites of more enhanced ice formation in wintertime (Fig. 10). The overall increase in convection being weak while the SH cell is substantially
enhanced suggests that the blend of water masses produced through lower- and higher-latitude convection (product water) is associated with an increase in density (see next section).

c. Deep-ocean hydrographic properties

First, changes in the global-mean potential temperature ($\Theta$) and salinity ($S$) at 4000-m depth will be investigated (Table 1). Overall, Table 1 reveals that $\Theta$ and $S$ are underestimated in the reference simulation versus the observed climatology of Levitus (1982). This seems to be widespread in global OGCM simulations (e.g., Duffy and Caldeira 1997).

Assuming that our model produces AABW by open ocean convection only, we would expect an increase (decrease) in $\Theta$ and $S$ of bottom water with a decrease (increase) in SO sea ice formation, the latter being associated with a decrease (increase) in SH convection followed by a decrease (increase) in the rate of AABW formation. The associated first-order mechanism is thus a cooling and freshening of CDW. Excluding NTP, NID, DFC, and DWF.DFO as yielding minor changes only, we indeed register an increase in $\Theta$ and $S$ at 4000 m for those experiments that yield reduced SH convection (Fig. 5), that is, SSI and SNC, and a cooling and freshening in experiments SSI.WSE (versus SSI), DWF, and ETH, which are associated with enhanced SH convection.

While the tendencies of the deep-ocean $\Theta$ and $S$ changes are consistent with the changes in the strength of the SH cell, there are substantial quantitative discrepancies. In the SSI experiment, for example, the strong increase in deep-ocean temperature is not accompanied by a strong reduction of the SH cell. Also, SNC reveals a stronger effect on the deep-ocean thermohaline properties than anticipated from the small changes in SH convection and the overturning cells. This seems to be related to the mixing (or entrainment) of dense water formed at the surface of the high-latitude embayments (source water) with surrounding water on the outflow path to the deep ocean, as mentioned earlier. In our model SO, such a blend of water masses (product water) will be highly dependent on the spatial convection pattern.

To elaborate this issue, the areal distribution of po-
tential temperature and salinity at 3000-m depth for DWF (Fig. 11) and SSI (Fig. 12) are presented as differences to the reference case. Overall, these figures reflect the tendencies already noticed in Table 1. In addition, we find that the changes are almost entirely confined to the SH. Furthermore, the spatial patterns reveal regional changes of opposite sign. In the DWF case, the temperature and salinity reductions are essentially controlled by local convection features along the coast. The higher convection along East Antarctica is correlated with higher variance in the wind field.

In the SSI experiment, the regional cooling and freshening in the western Weddell Sea and off the Patagonian shelf is associated with the enhanced convection in the central Weddell Sea. Figure 13 shows the associated change in sea level, which essentially reflects density changes in the deep ocean. Comparing with Fig. 12, it is obvious that in the areas of reduced convection (along East Antarctica from 20°W to 60°E and along the coast of the eastern Ross Sea and the Amundsen Sea; see Fig. 7, top) the decrease in density is mainly due to an increase in temperature. In areas of enhanced convection, on the other hand, such as the central Weddell Sea and the western Ross Sea, the density decrease follows more a decrease in salinity in the CDW core. In the SO, the enhanced deep-ocean temperature in SSI versus REF is roughly offset by the enhanced salinity, leading to the overall weak impact on the SH cell.

In the other experiments, there is no strong counteracting mechanism like brine versus freshwater release. Enhanced convection at lower latitudes will cool (and freshen) CDW, while higher-latitude convection will mostly support this tendency. Specifically, higher-latitude convection will be associated with relatively less cooling and less freshening than lower-latitude convection, which will provide a somewhat saltier ingredient to finally form denser AABW (product water). Overall, this will lead to a cooling (and freshening) of AABW and an enhanced outflow of AABW into the world’s oceans.

d. Ice thickness

In this section we examine the sensitivity of sea ice thickness to changes in the formulation of the sea ice model and its forcing. Changes in the ice thickness distribution are mainly due to the nature of sea ice to sensitively depend on changes in the ocean (and the atmosphere). As pointed out in section 3, the overall performance in terms of the spatial ice thickness pattern is moderate. The major reasons for the deficiencies are identified in the following.

The most pronounced changes in ice thickness occur in experiments SSI and SSI.WSE, while the change in DWF is small. Figure 14 (left) shows the difference of the SH winter ice-thickness pattern for SSI minus REF; the difference between SSI.WSE and REF is similar, though weaker (Fig. 14, right). Note that the interval is 0.5 m. In both cases, we mostly experience a substantial increase in ice thickness. Weak reductions are visible in the central Weddell and Ross Seas, the regions of active background convection.

Typical model wintertime temperature and salinity profiles (Fig. 15, middle) in a region of enhanced ice thickness (e.g., around 65°S, 30°E; full line; marked with “A” in Fig. 14) and in a region of slightly reduced ice thickness (e.g., around 70°S, 40°W; dashed line; marked with “B” in Fig. 14), show substantially different θ and S characteristics. We call region A the ice-covered region and region B a polynya region since it was mainly occupied by anomalously low ice thickness and concentration in the REF case (Fig. 4, right). While region A is characterized by a stabilizing salinity gradient and a destabilizing temperature gradient down to 2000-m depth, region B is more or less mixed. The θ and S maxima at the ice-covered location can be associated with CDW, whereas the water mass at the “polynya” location seems to be a product of vigorous vertical mixing down to the bottom. Compared to observed profiles at these locations (Fig. 15, top), which are based on historic hydrographic data and are biased toward summer conditions (Kim 1995), substantial discrepancies are visible. At the ice-covered location (65°S, 30°E), the θ and S maxima associated with CDW are fairly realistic. The vertical shape, however, reveals an excessively thick pycnocline in the REF simulation, indicating excessive vertical diffusion in the model. While the tendency of the differences seems to be captured at the polynya location, the magnitudes are far off, the main water body being too cold and too fresh. The excessive vertical mixing is more a situation expected to occur over the continental shelf, as indicated in Fig. 14 (left) by the dotted profile.

In the SSI case (Fig. 15, bottom), the temperature maximum at the ice-covered location encounters a substantial increase versus REF, together with a salinity increase below 600 m. This situation is associated with the reduced lower-latitude convection, thus enhancing the characteristics of CDW, which appears to coincide with an effective reduction in deep convection (Legutke et al. 1997). Due to the release of salty meltwater in the polynya region, the upper 1200 m have become completely mixed in the SSI case.

In summary, the tendencies of the profiles in the ice-covered region where convection is moderate compare reasonably with observed profiles, except for the excessively diffuse pycnocline and the magnitude of θ in the lower layers. The profiles in the polynya region, however, show a severe overestimation of vertical mixing, resembling more of what is expected over continental shelves where convection is normally not associated with direct tapping of warm deep water. In our case, however, we experience deep convection in regions where warm water masses are directly accessed. This leads regionally to a permanent underestimation of ice thickness.
6. Summary and conclusions

We employed a global primitive-equation OGCM that we upgraded to allow for detailed surface heat-balance calculations over partially ice-covered grid cells in addition to the existing viscous–plastic ice dynamics. For the present investigation we used a coarse-resolution model (3.5° × 3.5° × 11-layers) in order to allow for a series of near-equilibrium sensitivity experiments and climatological monthly mean forcing. Initialized from a 10 000-year spin-
up run, our reference simulation consists of a 1000-year near-equilibrium integration using the new sea ice thermodynamics routines. It shows a reasonable large-scale performance of the model as demonstrated by the global meridional overturning circulation, the distribution of the main water masses, the transports at various key points of the thermohaline conveyor-belt circulation, and the seasonal and spatial variations of convection. The model yields an acceptable seasonal representation of the integrated sea ice cover in both hemispheres; the spatial dis-
tributions, however, are less realistic. In the NH, sea ice is generally too thick, especially in the Beaufort Sea, which is mainly due to the coarse grid resolution; in the SH, sea ice is generally too thin, especially in the central Weddell and Ross Seas, mostly due to vigorous convection associated with excessive tapping of warm water from deeper layers. The latter has also been observed in other global OGCM studies that include the high southern latitudes.

Our sensitivity experiments focus on various possible effects of modifications in the treatment of the upper boundary conditions in the SO by imposing changes to the description and forcing of sea ice. We investigated
FIG. 15. Vertical profiles of SH winter potential temperature (left) and salinity (right) at two selected positions in the Southern Ocean, the locations of which are marked in Fig. 14; observed (see text) (top) as well as from experiments REF (middle) and SSI (bottom).
the effect of the sea ice’s low salinity, that is, brine release during sea ice formation and freshwater release during sea ice melt as produced by the sea ice model. In this context, we also tested the effect of “salinity enhancement” as a commonly used substitute to implementing an interactive sea ice model. These two experiments revealed that both the “real” sea ice effect and its substitute lead to a substantial cooling (and freshening) of the deep ocean, while only the latter leads to a somewhat more enhanced flow of AABW into the world’s oceans (SH cell). The interactive nature of the “real” sea ice effect in our model is such that in areas of predominant freezing and brine release, mostly around the coast of East Antarctica, deep water (CDW) will be subject to a cooling and freshening. In regions of predominant melting in the model, especially in regions of intensive background convection, as occurs in the central Weddell Sea, the sea surface salinity is subject to a freshening, keeping the tongue of CDW warmer and saltier. AABW being a product of turbulent entrainment of CDW modified by lower-latitude convection and source water from the higher latitudes seems to finally lead to an overall compensation in density of AABW. Thus, the outflow of AABW into the world’s oceans (SH cell) will be rather unaffected, while AABW itself becomes cooler and fresher. If we substitute the “real” sea ice effect by salinity enhancement, the impact on the SH cell is slightly larger since the compensating melting effect in higher latitudes will be superimposed by the restoring to higher sea surface salinities.

With respect to the impact on sea ice itself, brine release induces upward heat flux, which tends to melt sea ice, thus counteracting brine release. Vice versa, if brine release is neglected, ice growth is not associated with a densening of the upper layer, stabilizing the water column and leading to a significant increase in SO sea ice thickness, except for the central Weddell and Ross Seas where ice melt leads to enhanced convection and tapping of warm CDW.

Our second set of experiments addresses the role of changes in the formulation of ice thermodynamics. The inclusion of a snow cover increases the deep ocean’s temperature consistent with an overall decrease in SH convection originating from a decrease in sea ice growth. Otherwise, the impacts of these experiments are rather small. Concerning the thermodynamic forcing, however, we note that our final experiment with a specified increase of the turbulent heat flux over the SO sea ice-ocean admixture revealed the strongest effect, the main contribution being due to the enhancement over the ice-free part of a model grid cell. These subgrid-scale openings determine the bulk of newly formed sea ice and thus contribute most to brine release. With this respect, the surface heat balance and the sea ice thermodynamics over leads constitute the most sensitive component in the southern high-latitude buoyancy forcing.

The third set of experiments was performed in order to estimate the possible effect of changes in the treatment of ice dynamics. More realistic ice dynamics seem to enhance total SH wintertime convection, while the impact on the intrusion of AABW as well as the deep-ocean $\Theta$ and $S$ is rather small. Caution must be expressed with regard to this statement because of the highly nonlinear interactions between the wind forcing, sea ice dynamics, and associated changes in ice thickness and ice concentration, which may alter the pre-conditioning for the thermodynamic processes, especially with respect to applying higher (than monthly) wind variability. Further investigations on this matter are in progress.

The final set of experiments deals with the role of the wind forcing of SO sea ice. Enhanced AABW formation, expressed by substantially lower deep-ocean temperatures and salinities, and by a significant increase of the strength of the SH overturning cell, are registered if the turbulent heat fluxes over the sea-ice-ocean admixture are calculated based on daily winds, or if they are just increased by an equivalent factor while using the monthly winds. In these cases, total SH convection is substantially higher in SH fall. If daily wind fluctuations are applied to force the ice pack only dynamically, the overall impact is small. These results suggest that the high sensitivity of SO sea ice to the way it is forced by the atmosphere does transfer to the deep-ocean water-mass characteristics and to the large-scale thermohaline circulation. This implies that different feedback mechanisms associated with the usage of interactive atmospheric boundary-layer schemes or coupled atmosphere-sea-ice-ocean GCMs to determine the (southern) high-latitude surface conditions may create sensitive influences on global-scale model-ocean properties.

The impact on the zonally integrated meridional heat transport was relatively small: maximum 10% in a zonal band around 50°S in the ETH experiment. Further changes of up to 10% occurred in the strength of the ACC (or rather Drake Passage throughflow). In cases of colder deep water (see Table 1, DFW and ETH) the ACC increased by about 5 Sv. In the cases of warmer deep water (SSI and SNC) the ACC decreased to 3.5 Sv. These changes are consistent with a general increase of the density gradient across the ACC as inferred from Figs. 11–13. It also appears from Fig. 13 that the brine-release effect in the model mainly acts to increase deepwater density along the coast between 20°W and 60°E, as well as between 170°W and 120°W. The resulting outflow patterns seem to reflect the outflow paths of the Weddell and Ross Sea (deep western boundary current) as observed for example, by Coles et al. (1996) in the southwest Atlantic and by Johnson and Orsi (1997) in the southwest Pacific.

The general conclusion is that the way sea ice is formulated and forced in a global OGCM does not only modify the regional stratification and convection rates but has also remote effects on the deep-ocean hydrographic properties as well as the penetration of AABW.
into the World Ocean. From the selection of our experiments, the strongest changes occurred with the brine-release effect (as well as with salinity enhancement as its crude substitute) and the effect of wind variability on sea ice thermodynamics. A further significant long-term impact on the deep water-mass characteristics was associated with the insulation effect of a snow cover on top of sea ice.

This paper leaves a series of open questions. While we discussed some regional features around Antarctica, a lot of regional aspects are still at odds and need to be improved. Specifically, since our results suggest that the decision whether there is a global impact or not depends heavily on the processes at individual convective sites, the realism of their regional representation may become decisive. As an example, we cannot assure that the weak impact of the spatially variable brine- and freshwater-release effects on the SH cell is real (especially since others found a stronger impact) or just due to the high background convection in the high-latitude embayments.

The observational evidence suggests that the main source of brine eventually influencing bottom-water formation is provided by new-ice growth over the continental shelves (e.g., Martinson 1990; Gordon and Huber 1990; England 1992; McPhee 1995; Killworth 1979). It has generally been recognized that a mixture of cold and saline shelf water with the warm and saline remnant of NADW, called Lower CDW (LCDW), will ultimately constitute the ingredient producing AABW (Jacobs et al. 1985; Toggweiler and Samuels 1995; Kim 1995; Killworth 1983; Foster and Carmack 1976; Gill 1973). Special emphasis thus needs to be given to the impact of brine release on convection and to a proper weight between open ocean and near-boundary convection in the present type of ocean climate model.

In preliminary experiments we found that one way to reduce open ocean convection in favor of near-boundary convection is to widen the continental shelves to provide an appropriate brine reservoir. Concerning the impact of brine release on convection, Legutke et al. (1997) and Duffy and Caldeira (1997) indicated an improvement by distributing released brine from sea ice formation immediately over two or more subsurface model layers. Together with dumping melt water in the upper layer only, this has the effect of enhancing the vertical stratification, accompanied by reduced deep convection, and virtually allowing LCDW to more closely approach the continental slope. The application of ocean mixed layer physics in conjunction with comprehensive sea ice physics in this region (McPhee 1995; Lemke et al. 1990) may lead to a more promising and justifiable approach. The deficiencies in the present model’s SH sea ice characteristics are mainly a result of these convection issues.

Finally, a higher model resolution around Antarctica is naturally expected to improve the regional hydrography in this ocean climate model. We have to keep in mind, though, that we aim at a series of near-equilibrium experiments to figure the sensitivity related to the high-latitude surface conditions. This imposes limits on computational demands.

We stress that this study is more an introduction to a complex field of linking regional-scale processes to global-scale ocean climate features. The highly nonlinear and interactive character of sea ice modifying the surface conditions together with the direct link between surface and deep-water conditions gives the polar oceans a peculiar and yet decisive role in the global climate system. This topic provides a forum for a series of further investigations and refinements to gradually filter out those high-latitude processes that influence the large-scale properties in an ocean climate model most crucially.
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